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 note par X l’espace des variables d’entrées (ex.ℝD)
 On dénote par Y l’espace des variables de sortie (ex.ℝ)


 Ayant un ensemble de données D ⊂ X × Y, trouver une
fonction :

𝑓: X → Y

Les problèmes sont classés par type de domaine de sortie:
 Si Y= ℝ, on parle alors de régression.
Si Y est un ensemble discret fini, on parle de classification.
Si Y a 2 éléments, on parle de classification binaire.
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 La régression consiste à approcher une variable à partir
d’un ou plusieurs variables qui lui sont corrélées
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RL DataSet



3

RL Model



RL Fonction Cout
3



RL Fonction Cout
3



3 15/01/2014

 La Descente de Gradient, (ou Gradient Descent ) est un 
des algorithmes les plus importants  d’optimisation, puissant 
qui permet d’entraîner les modèles de régression linéaire
Il permet de trouver le minimum de n’importe quelle 
fonction convexe en convergeant progressivement vers celui-
ci. 

RL & Gradient Descent
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 Principe de la Descente de Gradient : Perdu en pleine 
montagne, votre but est de rejoindre un refuge situé au point 
le plus bas de la vallée. 2 étapes à faire
 Depuis votre position actuelle, vous cherchez tout autour 
de vous la direction de là où la pente descend le plus fort.
 Une fois que vous avez trouvé cette direction, vous la 
suivez sur une certaine distance α (disons que vous marchez 
300 mètres) puis vous répétez l’opération de l’étape 1.

=> cette stratégie est l’algorithme de la Descente de Gradient,

on appelle la distance α Learning Rate, que l’on pourrait 
traduire par vitesse d’apprentissage.

RL & Gradient Descent
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 Pandas est une librairie python qui permet de manipuler 
facilement des données à analyser :
 manipuler des tableaux de données avec des étiquettes de 
variables (colonnes) et d'individus (lignes). Ces tableaux sont 
appelés DataFrames.
 on peut facilement lire et écrire ces dataframes à partir ou 
vers un fichier tabulé.
 on peut faciler tracer des graphes à partir de ces 
DataFrames grâce à matplotlib.

 Matplotlib : c'est une librairie qui permet de tracer des 
graphes (dans le sens graphiques)

RL Coder un Exemple 
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 Scikit-learn est une librairie Python open source qui implémente une 
gamme d’algorithmes d’apprentissage automatique, de prétraitement, de 
validation…

RL Coder un Exemple 

 Les étapes de modélisation sont 
souvent les mêmes :
 Choisir un modèle en important la classe 
appropriée de Scikit-Learn.

 Paramétrer le modèle. Si vous êtes déjà sûrs des paramètres que vous 
voulez utiliser vous pouvez les renseigner à la main 
 Entraîner le modèle sur le jeu d’apprentissage à l’aide de la méthode fit.
 Tester le modèle sur de nouvelles données :
• Dans le cadre d’apprentissage supervisé, utiliser la méthode predict sur les 

données test.
• Dans le cadre d’apprentissage non supervisé, nous utilisons les 

méthodes transform ou predict.
 Ces 4 étapes sont en général communes à l’utilisation d’un grand nombre 
de modèles disponibles dans la librairie
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